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SignEvaluator: A Gesture and Sentence
Characteristic-Based Sign Language

Quality Assessment System
Zhiwen Zheng, Qingshan Wang , Member, IEEE, Qi Wang , and Dazhu Deng

Abstract—Sign language is a basic form of communication for
hearing-impaired individuals. An evaluation of the quality of sign
language gestures helps improve the efficiency of sign language
learning. This article proposes SignEvaluator, a sign language qual-
ity assessment system with a movement quality feature extractor
and assessment generator. In the former, three quality measures are
proposed for gestures and sentences. The trajectory of the palm is
mapped onto position space with kernel density estimation. For
finger movements, the instantaneous energy and curvature of the
gesture signals are extracted with Bézier curves. Meanwhile, the
performer’s familiarity with gestures is indicated by the movement
fluency metric of sentences. In the assessment generator, the final
assessment results are calculated by combining the weights of
different quality metrics and the confidence of different gesture
levels. The results indicate that SignEvaluator obtained an F1-score
of 0.89 for 702 sentences collected from 20 performers.

Index Terms—Assessment generator, finger flexibility, move-
ment quality feature extractor, palm trajectory, sign language
quality assessment (SLQA).

I. INTRODUCTION

S IGN language quality assessment (SLQA) is the process
of evaluating a performer’s proficiency in executing sign

language gestures. It is of significance in several domains,
including sign language translation, teaching [1], [2], [3], and
virtual reality.

SLQA is a subset of action quality assessment (AQA), a field
that has gained substantial attention in recent years [4]. AQA
can be categorized into two groups based on the equipment
employed: vision-based methods and wearable device-based
methods. Vision-based methods are usually used in sports [5],
[6], [7], healthcare, and daily living skills quality assessment [8].
The vision-based methods encompasses two phases: feature
extraction and evaluation. AQA experiments were the first to use
manual feature extraction techniques in the feature extraction
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phase [9]. With the advent of deep learning, feature extraction
in AQA studies has also incorporated neural networks like long
short-term memory (LSTM) networks [10] and 3-D convolution
(C3D) neural networks [6], [11], [12]. These networks have
proven to be effective in extracting features for AQA tasks. In
the evaluation phase, existing AQA studies focus on three cate-
gories depending on the objectives of the assessment: regression
scoring, grading, and pairwise sorting. Regression scoring [6] is
usually used in sporting events, where referees assign scores to
movements as ground truth. Models are trained on these videos
to predict the scores of movements.

The development of wearable sensor technology has led to
an increase in the usage of portable, affordable, and accurate
wearable sensor devices in AQA research [13]. The signals
collected in wearable device-based approaches include bioelec-
tric and motion signals. Bioelectric signals generated by nerve
cells, which control movements during exercise, are frequently
characterized by a weak bio-current [14]. Commonly used bio-
electric signals in AQA include electroencephalography (EEG)
signals [14] and surface electromyography (sEMG) signals [15],
[16]. The motion signals [17] collected in AQA include accel-
eration, angular velocity, and quadrature motion in gyroscopes,
which to monitor rigid body movements.

However, the majority of the aforementioned approaches
focus on coarse-grained actions. This article studies the quality
assessment of sign language, which are fine-grained movements.
The sign gesture quality is examined based on three gesture
levels: amateur, skilled, and professional. The evaluation of sign
language quality faces several challenges, which are primarily
constrained by the intrinsic characteristics of sign language.
First, compared to coarse-grained movements, sign language
is a sort of fine-grained movement with smaller motion ranges
and faster movement speeds, which leads to greater difficulty
in evaluating movement quality. Moreover, variations in exe-
cution habits among different performers introduce additional
inconsistencies, even among individuals with comparable skill
levels.

To achieve an accurate assessment of the sign gesture quality,
three quality metrics in sign language gestures and sentences are
proposed to address the question. In terms of gestures, the palm
position and finger flexibility are designed as quality metrics.
The palm trajectory is calculated and mapped to position space
with kernel density estimation, which gives insight into the
movement deviation in the palm position metric. In the finger
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flexibility metric, the movement quality feature extracted from
the instantaneous energy (IE) and curvature signal of the Bézier
curve is associated with finger movements. In terms of sentences,
the movement fluency metric is represented by texture features
of the signal extracted through a modified Laplace operator
and a constructed one-dimensional convolution (C1D) neural
network. It shows the performer’s familiarity with gestures. The
final assessment results are obtained by combining the extracted
quality features. The assessment using different metrics is con-
sidered, and the final gesture assessment results are generated
by calculating different levels of confidence and information
entropy between the quality metrics.

This study proposes SignEvaluator, an SLQA system with a
movement quality feature extractor and an assessment generator.
SignEvaluator evaluates the level of sign language execution of
the performer based on the gestures performed by the performer.

Our main contributions are summarized as follows.
1) We proposed three quality metrics in terms of sign gestures

and sentences in the movement quality feature extractor
and extracted the corresponding movement quality fea-
tures.

2) We developed an assessment generator to produce assess-
ment results by combining the extracted movement quality
features. In this procedure, Gaussian mixture distribution
is first used to reconstruct the movement quality gestures.
Then, the different levels of confidence and information
entropy of the assessment results under different metrics
are calculated to obtain the final assessment results.

3) We constructed a real SLQA dataset with 42 451 samples
and assessed SignEvaluator’s SLQA performance on this
dataset. The experimental results present an F1-score of
0.89 in SignEvaluator.

The rest of this article is organized as follows. Related works
on AQA are introduced in Section II. In Section III, SignEvalu-
ator is proposed to realize SLQA. The model’s performance is
evaluated in Section IV. Finally, Section V concludes this article.

II. RELATED WORKS

Existing studies on AQA focused on vision-based methods
and wearable device-based methods.

A. Vision-Based Methods

Vision-based approaches are widely adopted in sporting
events [18], [19], [20] and daily living skills assessment [8]. The
AQA process includes feature extraction and evaluation phase.

In the initial phase, the manual feature extraction method was
first applied to AQA research. Wang et al. [8] focused on AQA
and accurately assess the performance of complex movements
in areas such as sports and medical procedures. Xu et al. [21]
proposed a fine-grained diving action video dataset: FineDiving
for evaluating action execution quality. Zhang et al. [22] divided
the video into different segments and realized AQA by learning
the changing relationship of actions between different segments
through the temporal attention mechanism.

Meanwhile, Tang et al. [12] proposed a graph embedding
unit that performs parallel convolution operations on RGB video

signals in both channel and temporal domains. This lets com-
plementary features be extracted across time and modalities.
Recently, feature extraction has been used to neural networks,
including the LSTM [10], [19], and C3D [6], [11] are applied
for feature extraction. Xu et al. [10] proposed a deep archi-
tecture with a self-attentive LSTM and a multiscale convolu-
tion skip LSTM to extract local and global features of move-
ment sequences, respectively. Wang et al. [11] proposed a tube
self-attention network for AQA, which can generate extensive
spatio-temporal contextual information on motion sequences by
utilizing sparse feature interactions. In the evaluation phase,
there are three types of AQA tasks: regression scoring, grading,
and pairwise sorting. Gedamu et al. [23] proposed a fine-grained
spatio-temporal parsing network composed of intrasequence
action parsing module and spatio-temporal parsing module to
evaluate small actions in videos. Zhu et al. [24] solved a variety
of human-centered video tasks by learning human motion rep-
resentations from large-scale and heterogeneous data resources.
Parmer et al. [6] proposed a C3D-LSTM structure for movement
feature selection and generating evaluation scores for sports
motion. To address the data uncertainty present in the AQA
dataset, Zhang et al. [25] developed a distributed autoencoder,
which encodes videos as distributions and samples scores using
reparameterization techniques.

To solve the difficulty of collecting high-quality action data
and the diversity of specific actions or skill levels lead to the
challenge of data scarcity in AQA research works, Inception-
Net [26] are applied to capture the features of different lev-
els through its multiscale convolution kernel structure, thereby
improving the generalization ability of the model. Kothadiya
et al. [27] enhanced InceptionV4 by optimizing backpropagation
with uniform connections, and proposed an ensemble learning
framework of different convolutional neural networks to further
improve the recognition accuracy and robustness of model.

Vision-based methods are cost-effective and convenient for
data collection. However, the assessment results obtained by
these methods are sensitive to environmental factors such as
camera angles and lighting conditions.

B. Wearable Device-Based Methods

Wearable devices have gained popularity in AQA due to their
portability and low signal acquisition costs. These devices can
collect signals that can be broadly categorized into two main
categories: bioelectric signals and motion signals [28].

The former consists of EEG [14] signals and sEMG sig-
nals [15]. EEG signals provide detailed information about the
activities of brain nerve cells on the surface of the cerebral cortex
or scalp. This noninvasive technique captures the variations in
electrical waves generated during brain activity. Vishnupriya
et al. [14] studied the effects of magnitude-based weight trim-
ming techniques on a motion classification task, completing the
movement assessment with EEG signals. In contrast to EEG
signal acquisition, which requires individuals to implant EEG
sensor devices on the scalp, sEMG sensors can be worn any-
where on the body [29]. Lara et al. [16] gathered sEMG signals
from a user’s hand generated during movement to assess their
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Fig. 1. System overview of SignEvaluator.

hand dexterity by accurately predicting 10 common hand ges-
tures. Motion sensors are used in AQA studies to record changes
in body positions during motion extraction. Dutta et al. [17]
developed a glove equipped with six flexible sensors, three force
sensors, and a motion processing unit to assess stroke patients’
grasping ability and level of recovery.

In summary, approaches based on wearable devices have
several benefits for gesture recognition, including portability,
easy signal acquisition, and steady signal transmission. The bio-
electric and motion sensors are combined to implement SLQA
in this study.

III. APPROACH

As shown in Fig. 1, SignEvaluator consists of two modules: a
movement quality feature extractor and an assessment generator.

A. Data Collection

In our investigation, data was gathered using a sensor bracelet.
The bracelet included two types of sensors: eight sEMG sensors
and an inertial measurement unit (IMU) sensor. The bracelet is
worn on the upper part of the dominant hand (typically the right
hand) during gesture execution. The signal sampling frequency
of the sEMG sensor and IMU sensor are 200 Hz and 50 Hz,
respectively. It is worth noting that the finger movement drives
changes in arm muscles, causing changes in sEMG signals.
IMU signals consist of three parts: 4-D gyroscopic quadrature
signals, 3-D X–Y–Z axis acceleration signals, and 3-D X–Y–Z
axis angular velocity signals.

B. Movement Quality Feature Extractor

In this section, three quality metrics are proposed, and move-
ment quality features are extracted from sEMG and IMU signals
based on the three quality metrics.

1) Quality Metrics:
Metric 1 (M1). Palm position: Amateur sign language per-

formers tend to place their palms higher than professional and
skilled performers during gesture execution.

The metric focuses on quantifying the level of variation in
motion when assessing sign gestures. To ensure that the gestures
are executed accurately, amateur signers tend to instinctively

Fig. 2. Metric 1 reflects the gesture “in” of different sign language gesture
performers. (a) Amateur. (b) Skilled/Professional.

Fig. 3. Metric 2 reflects the gesture “what” of different sign language gesture
performers. (a) Amateur/Skilled. (b) Professional.

raise their palms to positions where they have better visibility.
Fig. 2 shows an amateur and skilled/professional performer’s
execution of the gesture “in.”

Metric 2 (M2). Finger flexibility: Professional performers
have more flexible fingers and possess the ability to execute
all finger movements within gestures more proficientl, in com-
parison to both amateur and skilled performers.

The professional performers, who have extensive experience
in executing gestures, demonstrate greater flexibility in their
finger joints, leading to more precise and fluid finger movements.
Fig. 3 illustrates an amateur/skilled performer and professional
performer’s execution of the gesture “what.”

Metric 3 (M3). Movement fluency: Professional and skilled
sign language performers have smooth transitions between ges-
tures and imperceptible changes in the action magnitude of a
sentence. In contrast, amateur performers complete gestures in
an incoherent manner, and there is an apparent change in their
magnitude of movements.

Assessed in terms of sentence execution, movement fluency,
and unapparent action magnitude change indicate that the per-
former is more familiar with sign gestures, i.e., a higher level
of execution. Fig. 4 illustrates an amateur performer and a
skilled/professional performer performing the sign language
gesture “everywhere.”
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Fig. 4. Metric three reflects the gesture “everywhere” of different sign lan-
guage gesture performers. (a) Amateur. (b) Skilled/Professional.

2) Feature Extraction: The movement quality feature is re-
trieved from the collected signals based on the proposed quality
metrics. Before feature extraction, a Butterworth low-pass filter
is used to filter out the high-frequency machine noise from
sEMG and IMU signals, and 0 is used to fill signals at a fixed
length. For example, in our work, the length of filled sEMG
signals is 4T , the length of filled IMU signals isT , andT = 1000
in our work.

Feature based on Metric 1: Sign language performers with
different levels of gesture execution have inconsistent palm
positions during gesture execution, which is revealed in the
collected IMU signals.

The relative position feature description method is proposed
for extracting palm position characteristics. This method aims
to eliminate the deviation angle caused by wearing and map the
collected signals to the position range space, which is taken as
the gesture position feature. The method contains two steps.

In the first step, the deviation angle in the collected signal
is eliminated using the rotation operator, and the palm motion
trajectory is calculated. During gesture execution, a deviation
angle θt between the bracelet coordinate system and the earth-
fixed coordinate system occurs at t moment due to the bracelet-
wearing position.

Suppose accx,t is the tth frame X-axis acceleration signals,
and the tmoment deviation angle θt = [θx,t, θy,t, θz,t]. Accord-
ing to the Euler angle-quaternion conversion formula, the tth
frame deviation angle θt can be calculated from the tth frame
quaternion Qt = [q1,t, q2,t, q3,t, q4,t] as follows:

⎡⎢⎣θx,tθy,t

θz,t

⎤⎥⎦ =

⎡⎢⎢⎣
arctan(

2(q0,tq1,t+q2,tq3,t)

1−2(q21,t+q22,t)
)

arcsin(2(q0,tq2,t − q3,tq1,t))

arctan(
2(q0,tq3,t+q1,tq2,t)

1−2(q22,t+q23,t)
)

⎤⎥⎥⎦ . (1)

In t moment, the real X-axis acceleration signals accx,t can be
obtained with the rotational inverse process Rot:

accx,t = accx,tRot−1
t (2)

where Rott can be calculated with θt as follows:

Rott =

⎡⎢⎣cycx szsycx − czsx czsycx + szsx

cysx szsysx + czcx czsysx − szcx

−sy szcy czcy

⎤⎥⎦ (3)

where, cx = cos θx,t, cy = cos θy,t, cz = cos θz,t, sx = sin θx,t,
sy = sin θy,t, and sz = sin θz,t.

Moreover, the real position on the X-axis dx,t at t moment is
calculated

dx,t =
t∑

j=1

(
Δt

j∑
i=1

(accx,i)Δt

)
(4)

where Δt is the sampling interval of IMU signals, and Δt =
0.02. The real palm positions on the X-axis dx can be represented
as dx = {dx,t|1 ≤ t ≤ T}. It is necessary to obtain Y-axis real
positions dy and Z-axis real positions dz in the same manner,
and the palm trajectory is subsequently acquired during gesture
execution.

In the second step, the calculated palm trajectory is mapped
to nontemporal position space. The distributions of the positions
chosen to correspond to sign gesture movements are first esti-
mated. Suppose that the set of positions associated with the sign
gesture is Pa. Through calculating the standard deviation of two
adjacent positions, whether the position inPa can be determined⎧⎨⎩

1
K

∑K
k=1

√
s2k,4t − s2k,4(t−1) ≥ D, (dx,t, dy,t, dz,t) ∈ Pa

1
K

∑K
k=1

√
s2k,4t − s2k,4(t−1) < D, (dx,t, dy,t, dz,t) /∈ Pa

(5)
where sk,t represents the kth channel sEMG signal at tmoment,
1 < t ≤ T . K is the number of sEMG signal channels. The
threshold D is an empirical value obtained by experiments and
D = 3.2 in our study.

To map the temporal gesture motion trajectory to nontemporal
position space,Pa is represented as a mixture distribution p(ε|δ)

p(ε|δ) =
M∑
i=1

υiy(ε|μi, σ
2
i ) (6)

where ε is a random variable and represents the element in set
Pa. υi, μi, and σi are the weight, mean, and variance of each dis-
tribution, respectively, and δ = {υi, μi, σ

2
i }. M represents the

freedom degree, and M = 50. The distribution p(ε|δ) indicates
the change in palm position range during gesture execution. As
one of the nonparametric estimation methods, kernel density
estimation (KDE) can accurately estimate the distribution char-
acteristics of samples. In our study, KDE is applied to estimate
δ. The standard KDE equation is

f(ψ) = 1/nh

n∑
i=1

K((ψ − ψi)/h) (7)

whereK(·) is the kernel function,ψ represents the position sam-
ples andK(ψ) ≥ 0,

∫
K(ψ)dψ = 1. In this study, the Gaussian

function is chosen as the kernel function. n is the number of
samples and h is the bandwidth that can be obtained through
Silverman’s method [30]. With KDE estimation, the spatial
position distribution of the performer’s hands, i.e., (6), can be
obtained.

Then, the extracted movement quality features are then less
affected by the sentence when the palm trajectory is mapped to
a position space. At tmoment, the X-axis coordinates d′x,t of the
points in position space corresponding to dx,t in palm trajectory
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Fig. 5. Palm positions of an amateur performer, skilled and professional performer during gesture execution. (a) Amateur. (b) Skilled. (c) Professional.

are calculated based on the mixture distribution p(ε|δ)

d′x,t =
M∑
i=1

υi(μiγ + σi) (8)

where the random variable γ follows N(0, 1) distribution. Sim-
ilarly, the same method is used to determine the Y-axis and
Z-axis coordinates of the points in position space d′y,t and
d′z,t, respectively. The position on X-axis can be represented as
d′x = {d′x,t|1 ≤ t ≤ T}. Position (d′x, d

′
y, d

′
z) are taken as the

palm position feature corresponding to metric 1 for a gesture
sample, with a size of 3× T .

Fig. 5 shows the palm motion trajectory and position space
points of an amateur, skilled, and professional performer. It
indicates that when the performer becomes more proficient in
sign gesture execution, the palm position space is lower in points.

Feature based on Metric 2: The finger flexibility metric is
indicated by the signal strength and coherence of the sEMG
signals. In terms of signal strength, sEMG signals with more
dramatic fluctuations indicate strenuous finger joints activity.
Thus, IE was chosen as the unit of measurement to express signal
variation. The IE of the kth channel sEMG signal at t moment
sk,t can be calculated as follows:

iek,t = 1/h

√∑t+h

i=t
s2k,i (9)

where 1 ≤ k ≤ 8 for sEMG signals. h is the sliding window
width and an empirical value, h = 12 in our work. Based on
(9), the feature 
 = [iek,t]8×4T of sEMG signals can be ob-
tained. Fig. 6 shows a channel sEMG signal and corresponding
IE collected from an amateur/skilled and a professional per-
former. The results show that IE is higher when there are strong
signal fluctuations and lower IE when there are weak signal
fluctuations. The IE of the professional performer is larger than
that of the amateur performer.

For the latter, amateur/skilled performers frequently over-
look finger movements. Professional signers’ sEMG signals
are locally smooth, whereas amateur and proficient performers’
signals lack that. In our study, the discrete sEMG signals are
transformed into a locally continuous curve, and the radian of

Fig. 6. The sEMG signals and corresponding IE on the gesture ‘what’ of
an amateur/skilled and professional performer. (a) Amateur/Skilled. (b) Profes-
sional.

each segment curve is calculated as part of the finger flexibility
feature. The specific steps are described as follows.

First, the sEMG signals are split into segments with a
length of 10. Suppose that the lth (1 ≤ l ≤ �4T/c�) segment
of kath (1 ≤ k ≤ 8) channel sEMG signals represented as
{sk,c(l−1), sk,c(l−1)+1, . . . , sk,cl}, where sk,cl represents the cth
frame kth channel sEMG signals on lth segment. c is the size of
sEMG signal segment. c is an empirical value, and c = 10.

The Bézier curve [31] is then calculated to fit each segment of
the sEMG signal. As a local fit curve, each data point is treated
as a control point in the fitting process. In contrast to other fitting
methods, Bézier curve fitting closely encapsulates the influence
of each data point on the entire curve. The composition of the
Bézier fit curve of the lth segment of kth channel sEMG signals
at mth frame can be represented as follows:

Bk,m =

c∑
i=0

(
c

i

)
sk,lc−c+i · (1−m)n−i ·mi (10)

where 0 ≤ m ≤ c.
Last, the curvature of each segment of the Bézier fit curve

is calculated to evaluate the smoothness of signals and is con-
sidered as one of the features of these signals. As shown in
Fig. 7, to quantify the curvature at each Bézier fit curve frame,
the external circle Ok,m that passes through the ends of Bézier
fit curve (0, Bk,0) and (c,Bk,c) at kth channel is developed to
replace the curvature circle at point (k,m,Bk,m). The curvature
ρk,m at (k,m,Bk,m) is calculated after determining the radius
of circle Om. The curvature ρk,m of point (k,m,Bk,m) can be
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Fig. 7. Diagram of an external circle of a Bézier curve.

calculated as follows:

ρk,m = 1/Rk,m = 4S�Bk,0Bk,mBk,c
/Lk,mDlDr (11)

where S�Bk,0Bk,mBk,c
represents the area of triangle formed by

the three points (0, Bk,0), (m,Bk,m), and (c,Bk,c), which can
be calculated withLk,m,Dl, andDr. Thus, the curvature feature
Ω = [ρk,t]8×4T of sEMG signals is obtained.

The normalized IE of sEMG signals 
′ and normalized cur-
vature feature Ω′ are combined together as the finger flexibility
feature of a gesture sample [
′, Ω′]T .

Feature based on Metric 3: As shown in Fig. 8, spectrograms
of sEMG signals obtained from amateur performers show an
ostensible textural feature, which is associated with a disconti-
nuity in the signals. In contrast, the sEMG signals collected from
skilled/professional performers exhibit a smoother transition
without any apparent discontinuities or textural features.

Based on this phenomenon, a Laplace operator-based C1D
(Laplace-C1D) neural network is constructed to extract the tex-
tural properties of sEMG signals. The Laplace operator captures
the local changes in gradient of signals, which can be represented
as follows:

Δf = 	2f = ∂2f/∂x2 (12)

where x is an independent variable and f is a function of
x. To demonstrate the local gradient characteristics of sEMG
signals under different receptive fields, the Lagrange mean value
theorem is combined to improve the computation of the Laplace
operator as follows:

∂2f/∂x2 = 1/k[f ′(x+ k)− f ′(x)]

= 1/k2[f(x+ k) + f(x− k)− 2f(x)] (13)

where x stands for the object that the Laplace operator will be
computing. Parameter k controls the size of sensation field for
feature extraction, and k is assigned 1, 3, and 5 in our work.

The framework of the Laplace-C1D neural network is shown
in Fig. 9. The backbone of the Laplace-C1D neural network is
three C1D layers with the Laplace operator, and k = 1, k = 3,
and k = 5 for the three layers, respectively. To maintain the
signal’s scale invariance, padding is performed before each
C1D operation. Later, the normalization layer normalizes the
extracted texture features. It is worth noting that since the convo-
lution kernels of the Laplace-C1D neural network are initialized
as different Laplace operators, the Laplace-C1D neural network

does not need to be trained. Through the Laplace-C1D neural
network, the movement fluency feature β of a sign language
sentence sample can be obtained, and the size of β is 8× 4T .

C. Assessment Generator

The assessment generator combines the gesture features ex-
tracted based on the quality metrics to generate quality assess-
ment results. This section introduces the structure of assessment
generator and training process with the developed loss function.

1) Module Structure: As shown in Fig. 10, the assessment
generator consists of a feature learning module, a Gaussian
mixture module and an assessment scoring module. The inputs
of assessment generator are palm position feature (d′x, d

′
y, d

′
z),

finger flexibility feature [
′, Ω′]T , and movement fluency fea-
ture β.

To improve model’s generalization, the Gaussian mixture
module reconstructs movement quality features through Gaus-
sian mixture distribution. The distribution of hi can be defined
as follows:

P (hi|ϕi) =

K∑
k=1

wi,kφ(hi|ϕi,k) (14)

where wi,k(i = 1, 2, 3) is the weight of kth Gaussian mixture
distribution of ith gesture features. K represents the degree
of freedom in a Gaussian mixture distribution, which is an
empirical value that decreases as the batch size increases during
the training process. In our work, K is set to 200, while the
batch size is 1024. ϕi = {ϕi,k|1 ≤ k ≤ K}. φ(hi|ϕi,k) is the
kth Gaussian distribution of hi, which is defined as follows:

φ(hi|ϕi,k) =
1√

2πσi,k
exp

(
− (hi − μi,k)

2

2σ2
i,k

)
(15)

where μi,k and σ2
i,k are the mean and variance, ϕi,k = (μi,k,

σ2
i,k). As shown in Fig. 10, the learned movement quality feature

hi is reconstructed as hi, where hi = {hi,n|1 ≤ n ≤ N}(i =
1, 2, 3), this process is shown as follows:

hi,n =
K∑

k=1

wi,k(μi,k · Γ + σi,k) (16)

where Γ is a matrix containing a random number that conforms
to the N(0, 1) distribution, and the size of Γ is K × 1.

The assessment scoring module combines the weight of
quality metrics and the confidence of gesture levels to gener-
ate assessment results. Suppose that pi,j(1 ≤ i ≤ 3, 1 ≤ j ≤ 3)
represents the probability of a sample belonging to ith gesture
level evaluated by jth quality metric.

First, the information entropy of jth metric of different gesture
level Hj is calculated as follows:

Hj = −1/ln 3
3∑

i=1

pi,j · ln pi,j . (17)
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Fig. 8. Raw sEMG signals of a gesture collected by different level performers. (a) Amateur. (b) Skilled. (c) Professional.

Fig. 9. Framework of Laplace-C1D neural network.

The weight of jth quality metric ωj is defined as follows:

ωj = (1−Hj)/

3∑
k=1

(1−Hk). (18)

The higher ωj , the more influence jth quality metric has on the
final assessment results.

The classification error ei for ith gesture level is calculated as
follows:

ei =

3∑
j=1

[1− pi,j ln(pi,j)] (19)

where pi,j is ground truth of the sign language gesture sample.
The confidence of ith gesture level can be defined based on (19)

ηi = 1/3 ln((1− ei)/ei). (20)

With the decrease of ei, ηi rises. ηi reflects the confidence of
model to ith gesture level, which is beneficial to improve the
model’s assessment performance.

Moreover, based on (18) and (20), the assessment score Si of
ith gesture level is calculated by multiplying the weighted sum
of quality metrics ωj , pi,j(1 ≤ j ≤ 3) with the confidence ηi

Si = ηi

3∑
j=1

ωj · pi,j . (21)

Through normalization, the final assessment score S̃i can be
obtained. The category with the highest final assessment score is
the assessment level. An executor’s proficiency in sign language
can be assessed through three critical the position of the palm,
the dexterity of the fingers, and the fluency of movements.

For instance, to an amateur performer, SignEvaluator might
recommend enhancing their sign language skills by refining
gesture positions, engaging in finger flexibility exercises, and
focusing on the transitions between gestures within sentences.

2) Module Training: The training process of the assessment
generator involves developing movement quality features and
evaluating performers based on the quality of their sign language
gesture sample. First, the cosine similarity is applied to define
the distance Li(i = 1, 2, 3) between the reconstructed features
hi(i = 1, 2, 3) and feature learning module learned features
hi(i = 1, 2, 3)

Li = −
∑N

n=1 hi,n × hi,n√∑N
n=1(hi,n)

2 ×
√∑N

n=1(hi,n)
2

(22)

where andN represents the number of samples. The assessment
generator is then trained to provide better assessment results by
building a cross-entropy loss function L4

L4 = −
N∑

n=1

Y ∗
n log(Yn) (23)

where Y ∗
n and Yn represent the nth ground truth and the as-

sessment result of nth sign language signal sample obtained by
module, respectively. The assessment generator is trained by
minimizing the joint loss function L, which can be calculated

L = λ1L1 + λ2L2 + λ3L3 + λ4L4 (24)

where λ1 + λ2 + λ3 + λ4 = 1.

IV. PERFORMANCE EVALUATION

In this section, the performance of SignEvaluator1 is evalu-
ated. The experiments are conducted using a MYO bracelet and
a PC. The PC consists of an Intel Core i9-10900 K CPU and an
Nvidia GeForce RTX 3090 GPU with 24 GB graphics memory.
The operating system and deep learning framework of the PC is
Ubuntu 18.04 and torch-GPU (version 1.10.1, Python 3.7.11).

A. Dataset Description

To evaluate the effectiveness of SignEvaluator, we selected
702 commonly used sign language sentences, covering various
domains of everyday life such as financial services, healthcare,
education, and retail. Each sentence consists of 3–10 gestures.

1[Online]. Available: https://codeocean.com/capsule/2741663/tree
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Fig. 10. Structure diagram of the assessment generator.

A total of 20 volunteers from various age groups were invited to
participate in the sample collection. These volunteers included
sign language users of varying proficiency levels. Their sign
language proficiency was thoroughly assessed by experts, and
they were categorized into three skill levels: amateur, skilled,
and professional. The amateur group consisted primarily of uni-
versity students who underwent three months of sign language
training prior to participating in the study to ensure their accurate
use of sign language. The skilled group was composed of hearing
impairments who had received education in special schools
and frequently used sign language in their daily lives. The
professional group comprised experienced sign language experts
with extensive understanding and practice in the application of
sign language. Notably, all participants were right-handed, a
condition maintained for experimental consistency.

During dataset acquisition, we applied the MYO bracelet to
capture sign language movements. The MYO sensor contains 8
sEMG sensors and an IMU sensor. Before the experiment, the
sensors went through a rigorous calibration process to ensure the
accuracy of the data. We collected 42 451 sign language gesture
samples over a period of six months. A portion of the samples
was randomly selected as the training set, while the remaining
30% was used as the test set. It is worth noting that both the
training and test sets were composed of sign language signal
samples, with the test set additionally including data from users
not present in the training set.

B. Experimental Setup

In the experiments, precision rate p, recall rate r, and F1-score
f are selected as metrics to evaluate the assessment performance
of SignEvaluator. They can be calculated as follows:⎧⎨⎩

p = TP/(TP + FP)
r = TP/(TP + FN)
f = 2 · p · r/(p+ r)

(25)

where TP denotes the true positive, FP is the false positive,
and FN is the false negative. The optimal combination of these
hyperparameter is λ1 = 0.1, λ2 = 0.1, λ3 = 0.3, and λ4 = 0.5
through experiments.

TABLE I
STATISTICAL DATASETS

TABLE II
IMPACT OF SIGNAL PROCESSING APPROACH IN MOVEMENT QUALITY FEATURE

EXTRACTION (# A : AMATEUR, # S : SKILLED, AND # P PROFESSIONAL)

Generally, for a signer, his proficiency of sign language sen-
tences is not likely to exhibit significant improvements over
a brief period. Moreover, there is a considerable disparity in
the skill levels among performers, which makes the execution
of sign language sentences a more accurate mirror of their
proficiency. Consequently, we have enlisted the specialists to
undertake a comprehensive assessment of the signers. According
to different levels of sign language executors, the sign language
sentence samples are divided into three different parts: amateur,
skilled, and professional. The F1-score for each of the three
proficiency levels are calculated.

C. Component Evaluation

To evaluate the performance of SignEvaluator, we assess its
effectiveness by removing or replacing specific components
within the system.

Impact of deviation angle θ elimination: In this experiment,
the palm position feature (d′x, d

′
y, d

′
z) is calculated by X/Y/Z-axis

acceleration signals accx, accy, accz without eliminating the
deviation angle θ. Table II presents the assessment performance
of SignEvaluator. It can be seen that the deviation angle θ
elimination operation can raise the F1-score of SignEvaluator
by 7.23%.
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Fig. 11. SLQA performance comparison with baseline model.

Impact of Laplace operator: In this experiment, the convolu-
tion kernels of the Laplace operator-based C1D neural network
are replaced with randomly initialized convolution kernels. The
new convolution kernels are generated with random numbers
between 0 and 1. It is important to note that SignEvaluator’s
training phase does not make use of the modified Laplace
operator-based C1D neural network. The content of convolution
kernels for training SignEvaluator is randomly transformed 5
times, and the F1-score of the model is calculated on an average
of 5 times. The assessment performance of SignEvaluator is
shown in Table II, which indicates that the Laplace operator
improves the F1-score of SignEvaluator by 5.95%.

Impact of Laplace-C1D module: In this experiment, the per-
formance of Laplace-C1D model are evaluated. The Laplace-
C1D model are replaced with a CNN model, which contains
three convolutional layers with kernel sizes of 5 × 5, 3 × 3,
and 2 × 2, respectively. It is worth noting that the size of
the signal features extracted by CNN model and Laplace-C1D
model remains consistent. The performance of SignEvaluator
is presented in Table II, which indicates that the Laplace-C1D
module improves the F1-score of SignEvaluator by 8.54%.

D. Comparison With Existing Methods

Comparison with baseline models: SignEvaluator is com-
pared with several baseline classification models, including the
Dense-10 [32], C1D-10 [33], ResNet-18 [32], ResNet-50 [32],
and Transformer [34] models. All models use an Adam optimizer
with an initial learning rate of 0.001, a batch size of 64, and
employ early stopping based on validation loss. Notably, the
different modality signals are concatenated via a three-layer
fully connected network before classification using a softmax
activation function. Fig. 11 demonstrates the comparison results
on the test set, which show that SignEvaluator performs better
than the four baseline models in the SLQA task.

Comparison with the state of the art (SOTA): An experiment
comparing SignEvaluator with SOTA is conducted. In the exper-
iments, HD-EMG [16], ARAT [17], and RGR [19] are adopted
as SOTA methods. A comparative study is conducted to evaluate
the performance of SignEvaluator. The inputs of HD-EMG [16]
and ARAT [17] are sEMG and IMU signal samples, respectively.
The input of RGR [19] contains both sEMG and IMU signal
samples.

For HD-EMG [16], the time-domain and temporal-spatial
sEMG features were extracted in sEMG signal samples to train

Fig. 12. SLQA performance comparison with SOTA.

TABLE III
THE RESULTS OF INDEPENDENT JUDGMENT ARE COMPARED WITH SOTA

METHODS

support vector machine learning classifiers. The IMU signal
samples are handled in this experiment using the data pre-
processing methods, feature extraction methods, and feature
selection methods from ARAT [17] are applied to handle the
IMU signal samples. And the optimally adjusted support vec-
tor classifier is used to classify different quality sign gesture
samples. In RGR [19], a Siamese architecture was applied to
measure the distance between two actions. In this experiment,
we re-implement this architecture and conduct SLQA.

Fig. 12 shows the experimental results, which demonstrated
that the F1-score of SignEvaluator is 17.98% and 20.22% higher
than HD-EMG [16] and ARAT [17], respectively. The reason is
that the comparison studies included only single-modal signals,
resulting in limited data availability, and the proposed method
addresses the sign language quality traits by incorporating
targeted evaluation metrics and feature extraction. Moreover,
the F1-score of SignEvaluator is 15.73% higher than that of
RGR [19]. This difference can be attributed to the incorpo-
ration of Gaussian reconstruction in the assessment generator
of SignEvaluator, which enhances the model’s generalization
performance.

E. Independent Judgment

To validate the cross-user generalizability of SignEvaluator,
10 additional participants are recruited, including 5 university
students with normal hearing (3 men and 2 women), 3 hearing-
impaired people who are proficient in sign language (1 man and
2 women), and 2 sign language specialists (1 man and 1 woman)
with more than 10 years of teaching experience. The participants
are instructed to execute 20 randomly selected sign language
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sentences. Each sentence is performed 5 times, and 1,000
test samples are collected. SignEvaluator is evaluated on these
samples. As shown in Table III, SignEvaluator achieved superior
F1-scores, consistently outperforming sEMG-based (HD-
EMG [16]), IMU-based (ARAT [17]), and multimodal-fusion
(RGR [19]) baselines by 8.7%–22.3% margins, confirming its
robustness across diverse proficiency levels and execution styles.

V. CONCLUSION

Sign language is a basic form of communication for hearing-
impaired individuals. This article proposes SignEvaluator, a
system for evaluating the quality of sign language that includes
an evaluation generator and an extractor of movement quality
features. In the movement quality feature extractor, three quality
metrics are proposed for sign language gestures and sentences.
The palm position metric and finger flexibility metric are de-
signed to evaluate gestures in sign language. The palm trajectory
is mapped to position space with kernel density estimation to
indicate movement deviation. The IE and Bézier curvature of
gesture signals are extracted to represent finger movements. The
movement fluency metric for sign language sentences uses a
C1D network and a modified Laplace operator to indicate the
performer’s familiarity with gestures. In the assessment genera-
tor, movement quality features are reconstructed using Gaussian
mixture distribution to enhance model generalization. The final
assessment results are calculated by combining different levels
of confidence and information entropy under different metrics.
The results indicate that SignEvaluator obtained an F1-score of
0.89 for 702 sentences collected from 20 performers. As part of
future research, we will quantify a performer as a score based
on a series of sign language sentences.
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